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Abstract

Automated source code refactoring, particularly extract method

refactoring, is a crucial and frequently employed technique during

software development. Despite its importance and frequent use by

practitioners, current automated techniques face significant limita-

tions such as the lack of automation. While machine learning-based

approaches have shown promise in intelligent code refactoring,

existing such approaches overlook code-specific sequence-level

characteristics, including but not limited to compilability, syntactic

correctness, and functional integrity. To address these challenges,

we propose a novel reinforcement learning-based approach for fine-

tuning and aligning code language models to perform automated,

intelligent extract method refactoring on Java source code. Our

approach fine-tunes sequence-to-sequence generative models and

aligns them using the Proximal Policy Optimization (PPO) algo-

rithm using code compilation and presence of the refactoring in

the generated code as reward signals. Our experiments demon-

strate that our approach significantly enhances the performance

of language models in code refactoring. The supervised fine-tuned

model, further aligned with PPO, surpasses traditional supervised

fine-tuning by 11.96% and 16.45% in terms of BLEU and CodeBLEU

scores, respectively. When subjected to a suite of 122 unit tests,

the number of successful tests increased from 41 to 66 for the rein-

forcement learning aligned fine tuned Code-T5 model, highlighting

the effectiveness of our approach in producing functionally correct

refactorings. Our work paves the way for intelligent, automated

code refactoring tools that can significantly reduce developers’

manual effort.
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1 Introduction

Refactoring is an important software development activity that

employs various techniques to enhance the structure and quality

of source code without altering its functionality [20, 50]. By remov-

ing code smells [20] the practice aims to improve maintainability,

encapsulating quality attributes such as readability, flexibility, and

testability [10, 16]. Refactoring helps maintain high code quality,

facilitating long-term maintainability and evolution [46].

Extract method refactoring is one of the most commonly applied

refactoring techniques that involves moving a coherent code frag-

ment from a method into a new, aptly named method [20]. By creat-

ing cohesive and smaller methods, extract method refactoring not

only improves code quality and maintainability but also serves as a

foundation for more complex refactoring operations [88]. Extract

method refactoring constitutes a significant proportion, approxi-

mately 49.6%, of the total refactoring recommendations generated

by JDeodorant [71], a widely recognized tool for supporting extract

method operations. Furthermore, this refactoring technique has

been acknowledged as a crucial operation by both open-source

developers [66] and industry practitioners [76], underscoring its

importance in software maintenance.

Automatically performing extract method refactoring, consist

of two major steps [34]. First, identification of a candidate method

that requires extract method refactoring; and second, intelligently

extracting the logic and forming a new method with appropriate

parameters, without human intervention. For the first step, i.e.,

identifying a candidate method for the refactoring, practitioners

often rely on intuition and experience. They also utilize automated

tools to assess code quality metrics and detect code smells [64]

to get aid in the decision process. The second step of automated

extract method refactoring involves comprehending and extracting

source code into a new method. Several approaches have been pro-

posed to address this challenge. Hubert [27] developed a method

for generating extract method refactoring candidates using static

code analysis tools. Maruyama [27] proposed a candidate gener-

ation technique utilizing block-based slicing. Shahidi et al. [61]

introduced an algorithm for identifying, generating, and ranking

extract method candidates through graph analysis. However, these

approaches exhibit a few limitations. Specifically, most of these

approaches require the developers to manually identify the bounds

of a block to be refactored i.e., start and end statements, to perform

the refactoring. Such a reliance on human knowledge reduces the

efficacy and significance of automated refactoring. Furthermore,
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static analysis and metric-based methods often fail to capture latent

contextual and syntactical code characteristics that could enhance

the refactored code. For instance, these approaches do not offer

meaningful identifiers for the new method and its parameters.

The emergence of large language models (llms) has enabled the

convenience in generative tasks, including code generation with

high accuracy [1, 81]. The field of code generation has seen sig-

nificant advancements recently, with pre-trained language models

such as GitHub Copilot [23] and Amazon Q Developer [7] demon-

strating impressive capabilities. Though such llm perform well on

many text and code generation tasks, they show mediocre perfor-

mance for tasks requiring domain-specific or uncommon knowl-

edge. For example, llm have shown proficiency in generating code

for known and common problems but they struggle with unfamiliar

problems [12]. Similarly, in our context, current llm can generate

refactored code but often omit the contextual information or gener-

ate incomplete, broken, or even uncompilable code [29]. Moreover,

using third-party code completion services raises privacy concerns

for many organizations. A notable example is Samsung Electron-

ics [28], which reportedly experienced three data leakage incidents

while using online code completion tools such as ChatGPT. These

issues highlight the growing need for developing task-specific code

generation models.

Language models for code are sequence-to-sequence models pre-

trained on large corpus of code and can be fine-tuned for various

software engineering tasks, including code summarization [2, 68],

translation [18, 85], completion [8, 17], bug localization [84], vul-

nerability detection [43, 89], and program repair [63]. Despite these

advancements, to the best of our knowledge, the application of lan-

guage models for refactoring remains largely unexplored. Inspired

by applying llms on a variety of software engineering tasks, there

has been some attempts to generate refactored code using them.

For example, a recent contribution by Pomian et al. [55] introduced

EM-Assist, an IntelliJ IDEA plugin that leverages llms to generate

and rank refactoring suggestions using few-shot prompting.

Fine-tuning is another common technique to train a pre-trained

model for a specific downstream task.While fine-tuning pre-trained

code language models appears to be a promising solution, it has

been observed that a considerable portion of programs generated by

these models often fail to pass unit tests [12, 29, 40]. Such challenges

deter the adoption of the automated refactoring tools and methods.

To address these challenges, we evaluate performance of fine-

tuned models and propose a deep reinforcement learning approach

that aligns fine-tuned code language models to generate refactored

code by applying extract method refactoring automatically. Our

approach, first, creates a dataset using state-of-the-art tools such

as RefactoringMiner [72, 73]. We use the dataset to fine-tune four

languagemodels, pre-trained on code, using Supervised Fine Tuning

(sft) [26, 31] To enhance model performance and better align it

with the objective of generating compilable code while preserving

functionality, we use Proximal Policy Optimization (PPO) [60] for

reinforcement learning optimization.

Our reinforcement learning approach utilizes an actor-critic ar-

chitecture [33, 78], where the actor component generates refactored

code, and the critic component assesses the quality of the generated

code. This architecture enables the model to learn more efficiently

in the complex space of code refactoring by providing guidance on

the desirability of different refactoring decisions. The critic com-

ponent incorporates discrete, non-differentiable reward signals in

three stages. We first check for syntactic correctness, then assess

whether the code compiles successfully, and finally, we use Refac-

toringMiner to detect if the desired refactoring has been applied.

To strike a balance between generating refactorings and main-

taining the knowledge gained during supervised fine-tuning, we

introduce a Kullback-Leibler (KL) divergence [35, 65] term in the

reward function. This term measures the difference between the

model’s current behavior and its initial behavior learned during su-

pervised fine-tuning. By incorporating this term, we encourage the

model to explore new refactoring strategies while preventing it from

deviating too far from its initial understanding of code refactoring.

Our study yielded promising results. The plbart model, when

fine-tuned using supervised learning, demonstrates superior per-

formance among the chosen models when evaluated using con-

ventional metrics such as bleu, rouge, and codebleu. However,

code-t5 outperforms other models when trained with deep rein-

forcement learning. We observe that combining supervised

fine-tuning with deep reinforcement learning prove most

effective, compared to fine-tuning the models or training using

reinforcement learning individually. Qualitative evaluation further

validates that the combination works the best, exhibiting enhanced

syntactic accuracy, compilation rates, and unit test performance.

We list the key contributions of this paper below.

• We evaluate the effectiveness of supervised fine-tuned mod-

els for automatic extract method refactoring. The approach

addresses the limitations of existing approaches such as man-

ual code selection to specify the code block to-be extracted.

• The study presents a hybrid method that combines super-

vised fine-tuning with reinforcement learning optimization,

specifically tailored for extract method refactoring tasks. We

then evaluate the approach both quantitatively and qualita-

tively to ensure that it generates syntactically and semanti-

cally accurate refactorings.

• This study also contributes a tool for analyzing Java repos-

itories on GitHub to create an extract method refactoring

datasets with associated metadata. We provide the tool and

the dataset created using it for replication and extension pur-

poses. Our replication package including source code and

data is available online in our replication package [6].

2 Background

Supervised Fine-Tuning of Large LanguageModels: Supervised

fine-tuning is an add-on training for adapting pre-trained large

language models (LLMs), such as CodeT5 [81], to specialized tasks.

This adaptation is achieved by training the models on domain-

specific datasets, which is particularly important for enhancing

their performance in tasks such as extract method refactoring. In

this context, we focus on two predominant model architectures:

encoder-decoder and decoder-only models.

Encoder-decoder models consist of two main components. The

encoder processes the input sequence (i.e., source code, in our case)

to create a context-rich representation, which the decoder then uses

to generate the output sequence (refactored code with extracted

method, in our case). This architecture is particularly useful when
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the input is a code snippet, and the output is the corresponding

refactored version. The fine-tuning objective for encoder-decoder

models aims to maximize the conditional probability of the cor-

rect output sequence given an input sequence. A technique called

teacher forcing is employed, where the correct output token from

the previous time step is fed as input to the next step.

Decoder-only models, such as those used in GPT-like architec-

tures [57], operate differently. They generate each token of the

output sequence directly, conditioned on all previous tokens and

the input sequence, without a separate encoding phase. The train-

ing process involves presenting the combined sequence of the input

code and the refactored code to the model, typically separated by a

special token, e.g., [sep].

For both architectures, the loss function commonly used is the

cross-entropy loss, calculated over the output sequence tokens. This

loss function helps the model learn to predict the correct tokens in

the output sequence.

Reinforcement Learning for Sequence Generation: Reinforce-

ment Learning (rl) is a branch of machine learning focused on

training agents to take actions in an environment to maximize

some notion of cumulative reward often involving a series of deci-

sions [62]. It uses a model known as the Markov Decision Process

(MDP) [56], which deals with decision-making where each action is

determined by steps, and outcomes are influenced by randomness.

In rl, an agent (i.e., an autonomous entity that takes action in the

given environment) improves its decisions through trial-and-error

interactions with its environment, learning from the rewards it

receives based on its actions. The agent’s decision-making strategy

is known as the policy, which determines the next action to take

given the current situation or state. The state represents the current

context or input on which the agent bases its decisions.

In the context of language models, rl can be employed as a

training mechanism. Here, the language model serves as the policy,

and the current text sequence is the state. The model generates an

action, the next word or token, altering the state into a new text

sequence. The quality of the completed text sequence determines

the reward, assessed either by human judgment or a trained reward

model based on human preferences. Prior studies [13, 67] has shown

that SFT serves as a reliable starting point for rl. Ouyang et al. [52]

employed a similar two-stage architecture like ours and found that

rl performs better when initially fine tuned using SFT. However,

none of the works focused on the applicability in the software

engineering domain especially in code refactoring.

In the software engineering domain, rl has been used for code

completion tasks [39, 65] and code summarization [78]. They all

use actor-critic methods to train the language models for specific

downstream tasks. The actor is the policy model, the main lan-

guage model pre-trained or fine-tuned on code data and the critic

is another component that evaluates the output generated by the

actor and provides a reward signal. Based on this architecture, we

formulate our problem as follows.

In this work, we focus on aligning a fine-tuned large language

model for extract method refactoring generation using Proximal

Policy Optimization (ppo) [60]—a popular actor-critic reinforce-

ment learning method. This alignment process involves several key

components: the actor, the critic, rewards, the value function, and

KL divergence. The actor in our setting is the language model itself,

which generates sequences of code such as extracting methods

from code snippets. It takes the current code as input and outputs a

refactored version with extracted methods. The critic is a separate

component that evaluates the quality of the refactoring produced

by the actor, providing a score or reward that reflects how well

the generated refactoring meets the desired criteria, such as syn-

tactically and semantically accurate refactored code. A reward is a

numerical score assigned to each generated refactoring, indicating

its quality. Higher rewards are given for refactorings that improve

code properties, while lower rewards indicate poor refactoring out-

comes, such as introduction of errors. These rewards guide the

actor in learning to generate more desirable refactorings over time.

The value function estimates the expected reward from a given

state or step in the sequence generation process. It predicts how

good the current refactoring is, considering future rewards. In prac-

tice, the value function is represented by a separate neural network

head, called a value head, which outputs a scalar value for each

input state, estimating the expected cumulative reward, denoted as:

𝑉 (𝑠) = E [𝑅 | 𝑠] ,𝑤ℎ𝑒𝑟𝑒 𝑅 𝑖𝑠𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑤𝑎𝑟𝑑 (1)

Proximal Policy Optimization (ppo) is the algorithm used to train

the actor model. ppo optimizes the model’s parameters by adjusting

its behavior in small, controlled steps, ensuring that changes are not

too drastic. This balance between exploration (trying new refactor-

ing strategies) and stability (maintaining effective behaviors) helps

the model learn efficiently without losing its learned knowledge.

KL Divergence (Kullback-Leibler divergence) measures the dif-

ference between the old policy 𝜋𝜃𝑜𝑙𝑑 and the updated policy 𝜋𝜃 ,

ensuring that updates to the policy do not deviate excessively from

the original behavior. It is calculated as:

KL(𝜋𝜃𝑜𝑙𝑑 ∥ 𝜋𝜃 ) =
∑︁
𝑥

𝜋𝜃𝑜𝑙𝑑 (𝑥) log
(
𝜋𝜃𝑜𝑙𝑑 (𝑥)
𝜋𝜃 (𝑥)

)
, (2)

where 𝜋𝜃𝑜𝑙𝑑 (𝑥), 𝜋𝜃 (𝑥) represent the probability distributions over

the possible code refactoring actions that the model can take at a

given step.

In summary, the actor generates refactoring suggestions, and the

critic evaluates them using static non differential rewards that pro-

vide feedback on their quality. ppo optimizes the model’s behavior

gradually, guided by the value function, the objective function, and

loss components, while KL divergence ensures that changes remain

within reasonable limits. This framework enables the fine-tuning

of the language models to produce high-quality code refactorings

over time.

3 Methods

This section details the goal, research questions, and the approach,

including setup, and metrics used to rigorously test and validate

our proposed method.

3.1 Overview

The goal of this study is to evaluate the effectiveness of fine-tuned

llms pretrained on code and develop a deep reinforcement learning-

based approach for generating code for extract method refactoring.

We seek to demonstrate the effectiveness of our approach not only
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Figure 1: Overview of the proposed approach.

quantitatively but also qualitatively. We formulate the following

research questions.

RQ1. How does supervised fine-tuning perform for extractmethod

refactoring task?

By answering this research question, we aim to evaluate

how well does supervised fine-tuning a code large language

model perform in automatically performing extract method

refactoring.

RQ2. How well does a reinforcement learning approach perform

for automating extract method refactoring?

This question examines whether code large language models

can be directly aligned using reinforcement learning tech-

niques to effectively perform extract method refactoring.

RQ3. How does a reinforcement learning approach, combined

with fine-tuned large languagemodels, perform for automating

extract method refactoring?

This question assesses the impact of combining ppo with

custom reward signals on a fine-tuned model’s performance

in extract method refactoring tasks.

Figure 1 illustrates our methodology. We create our dataset by using

the tools such as SEART tool [15] and RefactoringMiner [72, 73]. Fol-

lowing dataset preparation, we fine-tune two encoder-decoder mod-

els (code-t5 and plbart) and two decoder-only models (codegpt-

adapt and codegen). We evaluate the performance of these models

using both quantitative and qualitative measures. After conducting

both quantitative and qualitative evaluations, we align the pre-

trained model directly using the ppo algorithm. Subsequently, we

align the fine-tuned model using the same ppo algorithm. We sys-

tematically evaluate the applied approach using standard evaluation

metrics. We also evaluate the models qualitatively using three key

checks i.e., syntactic validity, compilability, and the presence of the

desired refactoring in the generated code.

3.2 Dataset Creation

We employ a systematic approach to identify and collect extract

method refactoring instances across multiple open-source Java

repositories. Step 1 in Figure 1 shows an overview of the dataset

preparation pipeline. We use SEART [15] tool to select a list of

repositories for analysis. SEART tool is a GitHub project sampling

tool, offering various commonly used filters (such as number of

commits and stars). We obtain a list of all non-forked Java reposito-

ries created between 2013 and 2023, that are active in 2024, have at

least 100 commits, and minimum 50 stars. We obtained a total of

1, 618 repositories satisfying the criteria.

Algorithm 1 Procedure for Creating Dataset

1: Input: List of repositories 𝑅 = {𝑟1, 𝑟2, . . . , 𝑟 .𝑛}
2: Output: JSONL file with keys “Input” and “Output”

3: procedure CreateDataset(𝑅)

4: 𝐷𝑎𝑡𝑎 ← ∅ ⊲ Initialize the dataset as an empty set

5: for each repository 𝑟𝑖 ∈ 𝑅 do

6: Retrieve branch details for 𝑟𝑖
7: Fetch the list of commits for the given branch

8: for each commit 𝑐 𝑗 in the list of commits do

9: Identify refactorings performed in 𝑐 𝑗
10: if extract method refactoring is detected then

11: Extract metadata associated with the refactoring

12: Extract the refactored method using the meta-

data

13: Checkout to the previous commit 𝑐 𝑗−1
14: Extract the original method from 𝑐 𝑗−1
15: Create output JSON object

16: Append this JSON object to 𝐷𝑎𝑡𝑎

17: end if

18: end for

19: end for

20: Store 𝐷𝑎𝑡𝑎 in a JSONL file

21: end procedure

To iteratively process the list of repositories to prepare the

dataset, we created a custom Command Line Interface (CLI) tool. Al-

gorithm 1 provides a pseudocode of the functionality of the tool. For
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each repository, we retrieve branch details and fetch the commit his-

tory. We then iterate through each commit, identifying any extract

method refactorings performed using RefactoringMiner [72, 73].

When such a refactoring is detected, the algorithm extracts relevant

metadata and the refactored method from the current commit 𝑐 𝑗 .

It then checks out the previous commit, 𝑐 𝑗−1 to extract the origi-

nal, pre-refactored method. This pair of pre- and post-refactoring

methods, along with associated metadata (such as file path, class

content and start and end line of the methods), is packaged into

a JSON object. These JSON objects are accumulated into an array,

which is ultimately stored in a JSONL file format. This approach

enables the creation of a comprehensive dataset (D) that captures

the before and after states of extract method refactorings across

multiple repositories.

Table 1: Dataset statistics

Dataset

Before pre-processing After pre-processing

Avg.

source token

length

Avg.

target token

length

Avg.

source token

length

Avg.

target token

length

D𝑆𝐹𝑇 412.77 446.13 184.26 241.63

D𝑅𝐿 410.60 449.09 187.62 242.13

For RQ1 and RQ2, we use the entire dataset. For RQ3, we divide

the dataset into two mutually exclusive subsets one for supervised

fine tuning and the other for the aligning the fine-tuned model with

deep reinforcement learning. We divide the dataset to maintain data

integrity and avoid data leak while training for RQ3. We divide the

repository list of 1, 618 repositories, collected from the SEART tool,

in half. We applied the aforementioned procedure to process both

sets of repositories. This resulted in 38, 441 samples for the super-

vised fine tuning (D𝑆𝐹𝑇 ) and 9, 313 samples for deep reinforcement

learning (D𝑅𝐿). However, the resulting datasets contained sam-

ples that exceeded the context window (maximum input sequence

length) of our selected fine-tuning models. Among these models,

Code-T5 has the smallest context window of 512 tokens, while oth-

ers support up to 2, 048 tokens. To ensure compatibility across all

models, we use 512 as our maximum context length, eliminating

any samples that surpassed this 512-token threshold. After pre pro-

cessing, D𝑆𝐹𝑇 contains 26, 949 samples and 6, 528 samples in D𝑅𝐿 .

Table 1 presents the average token length distribution for both the

datasets. Finally, each of the dataset is divided in 70 : 20 : 10 ratio

for training, testing and validation.

3.3 Training Models

3.3.1 Fine tuning LLMs. We employ the following criteria to select

the models for fine-tuning. The selected models must belong to

encoder-decoder or decoder-only architecture. We exclude encoder-

onlymodels, such as CodeBERT, from our study because the encoder-

only models are not well-suited for sequence-to-sequence (seq2seq)

generation tasks [80]. Encoder-only model architectures like bert

are designed to understand input sequences but lack the ability to

generate new ones. They’re optimized for tasks like classification

or feature extraction, not for producing variable-length outputs

required in seq2seq tasks. Without a decoder component and au-

toregressive generation capability, these models can’t effectively

perform tasks such as translation or text generation that require

producing new sequences based on input. We select the following

models, two belonging to encoder-decoder and two to decoder-only

architecture family, based on the the above-mentioned criteria.

Code-T5: code-t5 [81] is a pre-trained encoder-decoder model

that incorporates token type information from code and employs

an identifier-aware pre-training objective to better utilize identi-

fiers. code-t5 offers a unified framework that supports both code

understanding and generation tasks, enabling multi-task learning.

This model has been successfully applied to various code related

tasks such as code summarization [3, 24], code translation [37] and

vulnerability detection [25, 54].

PLBART: plbart [1] is a pre-trained sequence-to-sequence model

that can perform a wide range of program and language under-

standing and generation tasks. It is trained on a large dataset of

Java and Python functions along with their associated natural lan-

guage text using denoising autoencoding. plbart has been used

in various software engineering applications especially in program

repair task [54, 83]

CodeGPT-adapt: codegpt-adapt [44] is a GPT-2-based decoder-

only Transformermodel for code completion, pre-trained on Python

and Java code from CodeSearchNet datasets. It learns code struc-

ture and syntax through pre-training, enabling it to generate code

automatically. It has been widely used for code generation tasks

such as code completion [25, 39].

CodeGen: codegen [49] is a Transformer-based autoregressive

language model trained on natural language and programming

language datasets. It employs next-token prediction as its learn-

ing objective and has shown outstanding performance in program

synthesis tasks [14].

Step 2 in Figure 1 illustrates the sft strategy employed for ex-

tract method refactoring. To train the encoder-decoder models, the

pre-refactored code is first tokenized to serve as the input sequence.

After a forward pass through the model, output tokens are gener-

ated and decoded using the same tokenizer. The resulting method

is then compared to the ground truth, which includes both the ex-

tracted method and the modified original method post-refactoring.

The model weights are updated based on the cross-entropy loss

computed between the predicted and ground truth methods. For

decoder-only models, the training process is similar, with the key

difference being in the format of the input. In this case, the input se-

quence is formed by concatenating the pre-refactored code and the

ground truth output, separated by a special [SEP] token. This format

enables the model to learn from both the context of the original code

and the desired output sequence in a single input representation.

3.3.2 Aligning the models with RL. In this study, we fine-tune and

align the selected large language models for extract method refac-

toring using rl techniques (step 3 ). We model the code transfor-

mation problem as a Markov Decision Process (MDP). We define

the state as the set of all possible code representations and the state

transition function as appending the chosen refactored token to

the current sequence.

Algorithm 2 describes the pseudocode for aligning the fine tuned

language model for extract method refactoring task. The algorithm

starts with an initial policy (decision-making strategy) and a value
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function (which estimates how good a particular state is). It then

goes through multiple training iterations to improve these over

time. In each iteration, we sample a batch of code snippets from our

rl dataset. For each snippet, i.e. the pre-refactored method, we use

the current policy to generate a sequence of refactoring actions. To

assess the quality of the sequence generated at each training step,

we compute a reward based on three factors: syntactic correctness,

compilation success, and presence of a valid refactoring.

The reward function plays a crucial role in evaluating the quality

and correctness of the refactoring suggestions produced by the

model. Our reward function consists of three key components, each

addressing a specific aspect of the refactoring process:

(1) Syntactic Correctness: We assess the presence of errors in the

refactored code. For this purpose, we check the presence of

error nodes in the Abstract Syntax Tree (ast) generated by

tree-sitter of the generated code.

𝑅𝑠𝑦𝑛𝑡𝑎𝑥 =

{
+1 if no error nodes

−1 if error nodes present

(3)

(2) Compilation Success: We verify whether the refactored code

compiles successfully.While the compiler automatically checks

for syntactic issues, separating syntactic correctness from

compilation success allows us to provide the rl model with

more granular feedback. This distinction is important be-

cause refactored code might be syntactically correct but still

fail to compile due to semantic errors.

𝑅𝑐𝑜𝑚𝑝𝑖𝑙𝑒 =

{
+1 if code compiles

0 if code fails to compile

(4)

(3) Refactoring Detection: We validate the presence of extract

method refactoring in the generated code using Refactoring-

Miner.

𝑅𝑑𝑒𝑡𝑒𝑐𝑡 =

{
+1 if detected by RefactoringMiner

−1 if not detected

(5)

The sum of these individual components gives us the total reward

for a given refactoring suggestion.

𝑅𝑡𝑜𝑡𝑎𝑙 = 𝑅𝑠𝑦𝑛𝑡𝑎𝑥 + 𝑅𝑐𝑜𝑚𝑝𝑖𝑙𝑒 + 𝑅𝑑𝑒𝑡𝑒𝑐𝑡 (6)

This reward function encourages the language model to generate

syntactically correct, compilable code that successfully implements

the extract method refactoring.

The value head is used to estimate the value of the current state

using the value function as shown in Equation 1. The algorithm

then calculates how much better or worse each action was than

expected (the advantage). This information is used to update the

policy, aiming to increase the probability of actions that led to

high rewards. However, to ensure stable learning, the algorithm

checks how much the new policy differs from the old one using

a measure called KL divergence as described in equation 2. If the

difference is too large, the update is adjusted to prevent drastic

changes. Finally, the value function is updated to better predict

future rewards. By repeating this process many times, the algorithm

gradually improves its ability to make good refactoring decisions.

Algorithm 2 DRL Training for Extract Method Refactoring with

KL Divergence

Require: Initial policy 𝜋𝜃 , value function 𝑉𝜙 , KL divergence coef-

ficient 𝛽 , weights𝑤1,𝑤2,𝑤3

1: for each training iteration do

2: Sample batch of code snippets from dataset

3: for each code snippet 𝑥 do

4: Generate a refactored snippet using current policy 𝜋𝜃
5: Compute syntactic correctness: 𝑅𝑠𝑦𝑛𝑡𝑎𝑥 using Eq. 3

6: Compute compilation success: 𝑅𝑐𝑜𝑚𝑝𝑖𝑙𝑒 using Eq. 4

7: Compute refactoring validity: 𝑅𝑑𝑒𝑡𝑒𝑐𝑡 using Eq. 5

8: Compute total reward: 𝑅𝑡𝑜𝑡𝑎𝑙 = 𝑤1 · 𝑅𝑠𝑦𝑛𝑡𝑎𝑥 + 𝑤2 ·
𝑅𝑐𝑜𝑚𝑝𝑖𝑙𝑒 +𝑤3 · 𝑅𝑑𝑒𝑡𝑒𝑐𝑡

9: Estimate the value of the current state: 𝑉𝜙 (𝑠)
10: Calculate advantage: 𝐴 = 𝑅𝑡𝑜𝑡𝑎𝑙 −𝑉𝜙 (𝑠)
11: end for

12: Compute policy update to maximize:

13: 𝐽 (𝜃 ) = E
[

𝜋𝜃 (𝑎 |𝑠 )
𝜋𝜃𝑜𝑙𝑑 (𝑎 |𝑠 )

𝐴

]
− 𝛽 · KL(𝜋𝜃𝑜𝑙𝑑 | |𝜋𝜃 )

14: Apply the update to the policy: 𝜃𝑜𝑙𝑑 ← 𝜃

15: Update value function to minimize: 𝐿(𝜙) =
∑(𝑅𝑡𝑜𝑡𝑎𝑙 −

𝑉𝜙 (𝑠))2
16: end for

3.3.3 Fine tuning setup. We fine-tune the supervised model for 10

epochs on the datasetD for RQ1, and on the datasetD𝑆𝐹𝑇 for RQ3.

The training is conducted with a global batch size of 16, using the

Adam optimizer [32] with an initial learning rate of 1.33×10−5. For
aligning the models with rl, we utilize and extend the trl Python

library, which is widely used for training transformer language

models with reinforcement learning. The generation parameters

are set with min_tokens as −1 and max_tokens as 512. The training

consists of 20, 000 steps, with themodel undergoing 10 ppo optimiza-

tion epochs for each step. A global batch size of 16 is maintained,

and the Adam optimizer [32] is employed. We apply Adaptive KL

control with an initial KL coefficient of 0.2. All experiments are

conducted with a fixed seed value to ensure reproducibility and

are performed on nodes of a High Performance Computing (HPC)

cluster, utilizing 2 V100-32GB GPUs and 32 GB of RAM.

3.4 Evaluation

In this section, we summarize the metrics commonly used for code

generation tasks. Also, we provide details about qualitative evalua-

tion that goes beyond the standard metrics.

3.4.1 Evaluation Metrics. To assess the effectiveness of our models

quantitatively, we utilize established metrics from natural language

processing field bleu [53] and rouge [41], as well as specialized

metrics tailored for code evaluation, codebleu [59] and syntax

match score [90]. The widespread adoption of these metrics in

academic research for evaluating generative models supports our

decision to use them.

3.4.2 Qualitative Evaluation. To evaluate the effectiveness of our

fine-tuned code language models in performing extract method

refactoring, we construct a diverse test suite encompassing various

complexity levels to ensure a thorough evaluation of the model’s
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refactoring capabilities. To create the test cases for evaluation, we

first identified pre-refactored original methods from the test sets of

each of the dataset as mentioned in Section 3.2. We then selected

150 methods at random from 4, 001 test split samples (2, 695 for sft

and 1, 306 for rl). Among these methods, few were very trivial like

one or two liners and we discarded such methods. Trivial cases were

removed because they do not effectively test the model’s ability to

handle complex refactoring tasks, providing limited insight into

its true capabilities. Finally, we collected 122 such methods which

underwent extract method refactoring across various repositories.

A significant challenge in creating unit test cases is the lack of

corresponding unit tests for many methods in the selected reposi-

tories. To address this, we leveraged gpt-4o (version: gpt-4o-2024-

05-13) API [51] to generate unit tests and corresponding data. This

approach aligns with recent research demonstrating the promising

results of using language models for test case generation [47, 74].

We specifically employed the ChatTester framework proposed by

Yuan et al. [86], to generate unit tests for our samples. The frame-

work utilized the class context of the smelly method, extracted as

per Algorithm 1, to create relevant unit test cases. The authors man-

ually validated these generated test cases to ensure their quality

and relevance. All the qualitative samples and corresponding test

cases can be found in our replication package.

This combination of qualitative testing and quantitative analysis

provides a systematic and objective assessment of our model’s

performance in extract method refactoring tasks. The multi-faceted

evaluation approach allows for a comprehensive understanding

of the model’s capabilities and limitations across various extract

method refactoring scenarios.

4 Results

This section summarizes the obtained results corresponding to each

research question.

RQ1: How does supervised fine-tuning perform for extract

method refactoring task?:

The research question aims to evaluate the performance of the

fine-tuned models for the refactored code generation. The first part

of Table 2 (i.e., pt + sft column) presents the results obtained by

the considered models for the refactored code generation task. The

results presented in the table demonstrate that the plbart model

outperforms other models metrics and code-specific evaluation

measures. Specifically, plbart achieves the highest scores on the

bleu and rougemetrics, which assess the lexical and semantic sim-

ilarity of the generated text to the ground truth. Crucially, plbart

also exhibits superior performance on the codebleu metric, which

captures the syntactic and structural fidelity of the generated code.

Furthermore, a comparative analysis reveals that plbart sub-

stantially outperforms the code-t5 model, achieving a 4.54% higher

codebleu score. The performance gap is even more pronounced

when contrasted with the codegpt-adapt model, for which plbart

demonstrates an 12.98% improvement on the codebleu metric.

These findings suggest that the plbart model was successful in

generating extract method refactored outputs that closely resemble

the ground truth in terms of syntactic correctness.

To gain a more thorough understanding of the validity and ro-

bustness of the generated refactored outputs, additional validation

checks and analyses are necessary. As detailed in Section 3.4.2,

we create a manually validated dataset for qualitative evaluation.

The dataset contains 122 samples with before and after refactored

code and corresponding test cases. We use this qualitative dataset

to check whether the trained model generates code without any

syntactic and compilation errors, whether the generated code has

extract method refactoring, and to what extent the generated code

is passing the test cases. Table 3 presents the obtained results. For

RQ1, notably, fine-tuned code-t5 achieved the highest performance

in qualitative evaluation. This supports our assertion that relying

solely on quantitative metrics may yield misleading results and

potentially produce low-quality refactored code.

RQ1 Summary: Fine tuning code large language models

show an effective way to teach language models to gener-

ate refactored code automatically. Specifically, plbart out-

perform othermodels in all the consideredmetrics. It show

significant improvements over code-t5 and codegpt-

adapt, particularly in codebleu scores. However, qual-

itative evaluation reveals that code-t5 performs best in

generating syntactically correct and functionally valid

refactored code.

RQ2: How well does a reinforcement learning approach per-

form for automating extract method refactoring?:

This research question aims to evaluate the application of rl on

the refactoring task when applied on pre-trained llm. The second

part of the Table 2 (i.e., PT + RL column) shows the obtained results.

Our results show that code-t5 model demonstrates superior per-

formance across all evaluation metrics compared to other language

models when trained using rl.

Interestingly, unlike the results observed in RQ1 with traditional

fine-tuning, direct fine-tuning using rl with ppo does not perform

well. This outcomemay be attributed to the complexity of the extract

method refactoring task and the potential mismatch between the rl

objective and the nuanced requirements of code refactoring. Fine-

tuning language models that have been pre-trained on tasks other

than code refactoring directly using non-differentiable rewards

poses challenges. The disparity between the pre-training task and

the target task of code refactoring makes it difficult to effectively

train the models using rl techniques.

Qualitatively also, as shown in RQ2 of Table 3, the generated

refactorings exhibit poor quality. The rl method’s poor perfor-

mance in functional areas highlights a misalignment with the refac-

tored code’s true requirements. This suggests that the rl reward

signals may insufficiently penalize syntactic and semantic errors,

resulting in models to produce functionally valid code. A potential

explanation for this behavior could be that the rl, performed on

a generic pretrained language model, may not receive appropri-

ate reward signals from our reward framework or the non-score

rewards (KL divergence penalty). This hypothesis can be corrob-

orated by examining Figure 2. Figure 2a illustrates the persistent

high standard deviation of rewards for the rl fine-tuned model

throughout increasing training steps. This trend indicates that the

reward signals fail to effectively steer the model towards optimal

performance. Concurrently, Figure 2b reveals an upward trajectory
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Table 2: Experimental results for different learning objectives. Here, PT, SFT, and RL refer to pre-trained, supervised fine-tuned,

and reinforcement learning-based models

Models

PT + SFT (RQ1) PT + RL (RQ2) PT + SFT + RL (RQ3)

BLEU ROUGE CodeBLEU BLEU ROUGE CodeBLEU BLEU ROUGE CodeBLEU

Code-T5 67.80 77.49 53.13 38.80 37.62 31.99 75.91⋆ 79.92⋆ 61.87⋆

PLBART 68.28 80.62 55.66 30.21 29.56 22.48 71.20 69.68 58.17

CodeGPT-adapt 62.68 65.76 49.29 27.68 30.76 20.29 64.96 67.82 47.99

CodeGen 59.32 63.74 42.11 34.32 33.74 27.11 61.59 60.52 46.67

(a) Standard Deviation of Rewards (b) Negated KL Divergence Penalty

Figure 2: RL training observations

Table 3: Qualitative evaluation of fine tuned models

Models Syntactically

correct (%)

Refactoring

detected (%)

Compile

success-

fully (%)

# of unit

tests passed

(out of 122)

Code-T5 (FT) 78.6 66.4 72.1 41

PLBART (FT) 76.9 63.8 69.5 38

CodeGPT-adapt (FT) 77.5 64.3 70.1 39

RQ1

CodeGen (FT) 78.3 65.1 71.2 40

Code-T5 + RL 21.4 20.2 22.3 21

PLBART + RL 21.7 18.9 21.5 16

CodeGPT-adapt + RL 19.7 14.1 20.2 14

RQ2

CodeGen + RL 23.6 19.2 21.1 9

Code-T5 (FT) + RL 85.7 74.9 79.8 66
PLBART (FT) + RL 82.4 71.6 76.3 58

CodeGPT-adapt (FT) + RL 83.1 72.2 77.5 61

RQ3

CodeGen (FT) + RL 84.3 73.5 78.6 63

in the KL-Divergence penalty over time. This escalation suggests

a growing divergence between the trained model and the refer-

ence model, further supporting our hypothesis that the current

reward system may be inadequate for guiding the model towards

generating functionally sound code refactorings.

RQ2 Summary: Generating refactored code from a pre-

trained model directly aligned with rl does not produce

comparable results to the corresponding fine-tuned mod-

els as shown in RQ1 quantitatively or qualitatively.

RQ3: How does a reinforcement learning approach, com-

bined with fine-tuned large language models, perform for

automating extract method refactoring?:

In this research question, we aim to evaluate the efficacy of apply-

ing rl to generate refactored code, focusing on model performance

when fine-tuned using a combination of supervised fine-tuning

(sft) and rl objectives. Specifically, we start with the trained fine-

tuned models from RQ1, and train them with ppo and reward from

a feedback system to observe any improvements in the models

compared to their fine-tuned counterparts.

Table 2 presents the results in the column titled PT + SFT +

RL along with results obtained in other settings as discussed in

RQ1 and RQ2. The results demonstrate that the most effective

outcomes are achieved when models are trained using both

sft andrl objectives. This combined approach leads to significant

improvements across various metrics. Specifically, we observed

an approximate 10% increase in codebleu compared to models

trained solely with sft, and an 11% improvement over those trained

exclusively with rl. Similar performance gains were noted in other

metrics, including bleu and rouge. The superiority of the combined

approach can be attributed to the complementary nature of sft

and rl. sft excels at identifying inherent patterns and structures

within data, primarily utilizing large labeled datasets. In contrast, rl

adapts through environmental interactions, optimizing predefined

reward metrics.

Our combined approach demonstrated a significant improve-

ment in the evaluated quality metrics. The number of successfully

passing test cases increased substantially, rising from 41 in the

best-performing model, code-t5, to 66—a significant improvement

of approximately 61%. Also, RefactoringMiner identified increased

number of cases, from 87 to 98. These results highlight the efficacy

of rl in producing accurate extract method refactored code.

Figure 2 illustrates the trends in the standard deviation of rewards

and the KL-Divergence penalty across training steps. The initial

decline in standard deviation, followed by stabilization, coupled

with consistent KL-divergence penalties, suggests that our reward

modeling strategy effectively aligns a fine-tuned language model

for the extract method refactoring task.



Reinforcement Learning vs Supervised Learning:
A tug of war to generate refactored code accurately EASE 2025, 17–20 June, 2025, Istanbul, Türkiye

We discuss an illustrative example of an extract method refac-

toring that can be found in our replication package (README.md
file) [6]. highlighting the differences of sft and rl techniques. The

original method belongs to aws/aws-dynamodb-encryption-java
repository, commit ea43801. Snippets B and C are generated by sft

model and combined sft with rl aligned models respectively. As

we can see from the generated example, there are few syntactic

errors (highlighted by red background color) present in the out-

put generated by the fine-tuned only model. The combined rl

model seems to be more aligned to the ground truth. However,

the generated code is not accurate because at line 10 it throws an

IllegalArgumentException instead of IndexOutOfBoundException.
But this example strengthens our claims that the combined sft

model with rl alignment enhances language model performance

to generate more accurate extract method refactored code.

RQ3 Summary: Our results demonstrates that combin-

ing supervised fine-tuning and rl objectives yields supe-

rior results in generating refactored code. This integrated

approach outperforms individual methods, showing sig-

nificant improvements in codebleu, bleu, and rouge

metrics, while mitigating common limitations associated

with single-objective training.

5 Discussions

Qualitative vs quantitative evaluation: While static metrics pro-

vide valuable insights, they may not fully capture a model’s ability

to generate high-quality code. We can observe the phenomenon

in Table 2 and Table 3. The evaluation metrics used in Table 2

do not show very drastic difference in the RQ1 and RQ3 results.

However, the qualitative results presented in Table 3 present very

different narrative. We observe that the models trained using both

supervised fine-tuning and rl techniques show significantly better

results. Specifically, the number of test cases passed by the best

model in RQ3 is 61% more than that of the best model in RQ1. This

observation highlights the importance of qualitative evaluation in

addition to traditional metrics-based evaluation.

Reward values: In their study of code generation using reinforce-

ment learning, Le et al. [38] defined reward values based on heuris-

tic evaluation of functional correctness from unit test signals. We

adopted a similar approach for our reward value definition. To

validate our reward signal design (𝑅syntax, 𝑅compile
, 𝑅

detect
), we per-

formed a pilot study using a representative subset of D𝑅𝐿 . This

study evaluated how each reward signal influenced the model’s

alignment quality.We trained four versions of the PPO-basedmodel:

three versions each using one of the reward signals with heuris-

tically chosen values in the range −1, 0, 1, and a fourth version

incorporating all three signals. The models were evaluated using

both quantitative metrics (bleu, codebleu) and qualitative mea-

sures (compilation success rate and refactoring detection rate via

RefactoringMiner). Our evaluation demonstrated that the combined

reward signal configuration achieved superior performance.

Comparison with baseline: Despite increasing interest in devel-

oping fully-automated refactoring code generation tools, we did

not find any previous work focusing on automatically generating

refactored code using fine-tuned llm and enhancing it through rl.

In our search, we found the study by Szalontai et al. [69] as the clos-

est to this study, who addressed a similar problem with a different

approach. Their method consists of two stages—code block localiza-

tion using neural networks, followed by alternative code generation

using a Sequence-to-Sequence architecture. Their work employs a

grammar-based approach for training data generation. As we could

not locate replication package of their study nor could get a re-

sponse from them, we reconstructed their refactoring generation ar-

chitecture based on the paper’s description and trained it using our

dataset D𝑆𝐹𝑇 . Our implementation of their approach can be found

in our replication package (/src/baseline/reprod_main.py). We

compared the performance quantitatively, with results shown in

Table 4.

Table 4: Comparison with baseline

Approach BLEU ROUGE CodeBLEU

PT + FT + RL (CodeT5) 75.91 79.92 61.87

Baseline Seq-to-Seq 29.77 31.33 19.45

Our approach combining fine-tuning and reinforcement learning

significantly outperform the baseline implementation, achieving

a 218.1% improvement in codebleu. This substantial performance

gap can be attributed to two main factors. First, the baseline archi-

tecture uses Bi-LSTM-based model; the model relies on recurrent

layers, which struggle with long-term dependencies due to vanish-

ing gradients—a known problem with LSTM-based models. llms

leverage transformer-based architectures with significantly larger

parameter counts, enabling them to capture more complex pat-

terns, long-range dependencies, and contextual relationships in

data [9, 77]. Second, the baseline approach do not involve training

using real-world refactoring examples, potentially leading to under-

fitting. rl-aligned llms on the other hand, can refine their outputs

iteratively to balance trade-offs between fluency, correctness, and

task-specific goals [13, 67].

6 Related Work

Automated refactoring: Many studies have explored automated

refactoring candidate identification using machine learning tech-

niques. Typically, these studies use source code metrics or commit

messages to train models. Aniche et al. [5] predict 20 kinds of refac-

torings at method, class, or variable levels using code, process, and

ownership metrics, with Random Forest performing best among six

algorithms. Gerling [22] extended this work by improving the data

collection process to create a high-quality, large-scale refactoring

dataset. Van Der Leij et al. [76] analyze five machine learning mod-

els to predict Extract Method refactoring, comparing results with

industry experts. Using 61 code metrics, they also found Random

Forest to be the best performing model. Kurbatova et al. [36] employ

code embeddings generated from Code2Vec [4] to train their model

for Move Method refactoring prediction.

In this domain, researchers have developed a variety of special-

ized tools and approaches. CeDAR [70], an Eclipse plugin, focuses

on identifying and eliminating duplicate code. JDeodorant [45, 71]

detects code smells and proposes refactoring strategies. Fokaefs et

al. [19] extended JDeodorant’s capabilities to prioritize and imple-

ment class extraction refactorings. SOMOMOTO [87] facilitates
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move method refactoring and code modularization. Szalontai et

al. [69] developed a deep learning method for refactoring source

code, initially designed for the Erlang programming language. Tu-

fano et al. [75] conducted a quantitative investigation into the poten-

tial of Neural Machine Translation (NMT) models for automatically

applying code changes implemented during pull requests. Their

approach leverages NMT to translate code components from their

pre-pull request state to their post-pull request state, effectively

simulating developer-implemented changes. To facilitate the re-

name refactoring process and reduce cognitive load on developers,

Liu et al. [42] proposed RefBERT, a two-stage pre-trained frame-

work based on the BERT architecture.

Current automated refactoring tools lack semantic understand-

ing and require manual intervention. To address this, we propose a

hybrid approach combining supervised fine-tuning with rl, enhanc-

ing the accuracy and completeness of extract method refactoring.

This is the first study to apply deep rl for this task, contributing to

the automated refactoring tools literature.

Reinforcement learning in software engineering: Sequence

modeling has emerged as a fundamental paradigm for addressing

a wide array of software engineering challenges. In recent years,

researchers have explored the application of deep reinforcement

learning (DRL) techniques to mitigate exposure bias in supervised

fine-tuned models for sequence generation tasks [30, 58]. Notably,

Ranzato et al. [58] pioneered the use of established metrics such as

BLEU and ROUGE as reward signals in DRL algorithms to optimize

network parameters in machine translation, effectively addressing

exposure bias. The intersection of DRL and sequence modeling has

led to innovative frameworks, such as the one proposed by Chen et

al. [11], which reconceptualizes reinforcement learning problems

as sequence modeling tasks. This approach has paved the way for

novel applications in various domains.

In the realm of software engineering, DRL methods have gained

traction, particularly in code completion and summarization tasks.

Wang et al. [79] leveraged compiler feedback as a reward signal

to enhance the quality of language model-generated code. Le et

al. [38] introduced CodeRL, a framework that integrates RL with

unit test signals to fine-tune program synthesis models. Shojaee et

al. [65] conducted comprehensive research, proposing a framework

for fine-tuning code language models using DRL and execution sig-

nals as rewards. Recent advancements in this field include IRCOCO

by Li et al. [39], which employs immediate rewards to fine-tune lan-

guage models for code completion tasks. Wang et al. [82] developed

RLCoder, combining DRL with Retrieval-Augmented Generation

(RAG) pipelines for repository-level code completion. Furthermore,

Nichols et al. [48] demonstrated the potential of DRL in generating

efficient parallel code, expanding the application of these techniques

to performance optimization.

To our knowledge, llms have not been specifically trained or

aligned for extract method refactoring. Our approach, which com-

bines supervised fine-tuning with ppo alignment, is a first in this do-

main. This novel methodology produces accurate refactored meth-

ods, marking a significant advancement in the field.

7 Threats to Validity

Internal validity: Internal validity concerns relate to the reliability

of conclusions drawn from our experimental results. To enhance the

trustworthiness of our findings, we implemented several measures.

Firstly, we addressed the potential confounding effect of varying

hyperparameters by utilizing consistent settings across all models,

based on the optimal configurations identified in prior research by

Li et al. [39]. Additionally, we employed identical data splits for

training and testing across all models, ensuring equitable learn-

ing opportunities and evaluation conditions. These methodological

decisions mitigate the risk of spurious results attributable to incon-

sistent experimental conditions, thereby strengthening the validity

of our conclusions regarding the efficacy of deep reinforcement

learning in generating refactored code methods.

External validity: External validity concerns in our study per-

tain to the generalizability of our findings beyond the Java con-

text. Despite this focus, we argue that our methodology is highly

transferable. Our data collection technique is language-agnostic,

applicable to any refactoring scenario. The general-purpose models

we employed, trained on vast code corpora, are adaptable to various

programming languages. While these factors suggest broad applica-

bility, further research across multiple languages and environments

would be necessary to conclusively establish the universal validity

of our approach.

8 Conclusions

In this study, we introduce a novel approach that integrates tra-

ditional fine-tuning with reinforcement learning alignment to au-

tomatically generate extract method refactorings for Java code.

To evaluate the generated code, we not only rely on traditional

metrics such as bleu and rouge but also construct a detailed quali-

tative evaluation mechanism to check the syntactic and semantic

correctness. Experimental results demonstrate that our approach

significantly improves the performance of large language models in

code refactoring compared to supervised fine-tuning, as evidenced

by quantitative evaluation metrics and qualitative measures.

Our future research will focus on expanding the scope of our

approach to encompass various types of refactorings, different pro-

gramming languages, and industry-based codebases. We also plan

to increase the size of our dataset, especially the qualitative eval-

uation set, for more comprehensive evaluations. We also plan to

explore the use of automated test suite generation tools such as

EvoSuite [21] to expand our sample size. Furthermore, we intend

to investigate alternative reinforcement learning algorithms and

reward strategies to further enhance the performance and effective-

ness of our automated code refactoring approach.

Code and data availability: Our replication package including

source code and data is available online [6].
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